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1 Introduction

Experimentation has long been an integral part of technology companies [5].
But a common challenge is when changes in the goal metric is difficult to detect.
Some potential causes include

• Low signal-to-noise ratio. As a product matures, the easy changes have
been mostly considered. Additional incremental changes tend to lead
to smaller improvements in the metric, while the noise stayed in similar
levels.

• Long-term outcomes. Some metrics like user retention are inherently
long-term outcomes. To measure these, an long-term experiment is of-
ten needed which occupies more experimental bandwidth.

• Complex experimental designs. In the absence of stable unit treatment
value assumption (SUTVA), the effects require a more complex experi-
mental design for proper measurement, e.g. budget-split design for mar-
ketplace experiments [8], cluster randomized experiments [4, 7]. On one
hand, these complex designs are less likely to suffer from biases [1]; on the
other hand, they tend to have larger standard errors.

A common idea is to utilize proxy or surrogate metrics [5]. For example,
in advertising, number of clicks can act as a surrogate for the number of con-
versions; short-term engagement metrics may act as a surrogate for long-term
retention; imperfect unit-randomized experimental outcome can be a surrogate
for the outcome in the better experimental design. However, the validity of a
surrogate metric comes as the main concern, and relies on various assumptions.
For example, in building a proxy for long-term retention, we implicitly assume
that this relationship is unaffected by the studied treatment; a variable that lies
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on the causal pathway between treatment and goal metric can be a surrogate,
but we need to have a correct mental causal model.

In more unfortunate scenarios, we may even encounter a “surrogate para-
dox” — a surrogate metric may be improved by the treatment when the goal
metric deteriorated. For example, using number of clicks as a surrogate for num-
ber of conversions may lead to adopting ranking models that favor clickbaits,
that would actually reduce conversions. [9] provided criteria for when the para-
dox may happen, but the checks are mostly on an experiment-by-experiment
basis. A notable exception, the meta-analytic approach [6] suggests to look at
a collection of similar experiments to assess whether the surrogate paradox is
happening. However, if we encounter an experiment that does not seem simi-
lar to this collection, we may feel uncomfortable claiming that the surrogate is
valid.

2 Surrogate Metrics as Filters

Large-scale experimentation platforms typically emphasize on scalability, and
do not utilize much knowledge about the causal mechanism in how the surrogate
metrics is related to the goal metric. Often times, even the experimenters are
unsure or it is difficult to obtain a consensus on the mechanism, e.g. more clicks
may lead to more conversions, but the conversions turn out to be of low quality,
it may lead to fewer clicks in the future.

To bypass this challenge, we propose to use surrogate metrics as only filters,
while retaining validity by requiring an experiment using the goal metric. In
other words, we aim to make experiments more detectable by economizing the
experimental bandwidth.

Suppose we desire a false positive rate of α, e.g. 5%. Each experiment will
have two stages:

• Stage 1. Smaller experiments based on surrogate metric, where γ is the
fraction of units in this stage. If the p-value is smaller than some threshold
β (not necessarily α), we move on the Stage 2.

• Stage 2. Larger experiments based on goal metric. We perform a statis-
tical test at level α for this stage. There are fewer experiments reaching
this stage, so experiments can be bigger than status quo and have higher
power.

With a two-stage experiment, the definitions of power and minimum de-
tectable effect (MDE) need to be altered accordingly: power is the probability
that an experiment moves past Stage 1 and rejects the null hypothesis in Stage
2; MDE is the smallest effect size such that power (per the updated defini-
tion) meets some predetermined requirement, e.g. 80%. Note that both are
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data-dependent, specifically on the joint distribution of true effects in the goal
metric and surrogate metric.

The parameters γ and β can then be optimized either maximize the aver-
age power or minimize the MDE. Note that these two objectives may require
different choices of γ and β.

This idea is similar to futility stopping [2]. In futility stopping, the goal
metric is also observed in Stage 1, and is used to compute the conditional power
for Stage 2. In contrast, in our approach, a surrogate metric is observed in lieu
of the goal metric in Stage 1, and the filtration uses a principled threshold that
trades potential premature stopping of some experiments for higher power in
the remaining experiments.

3 Opportunities

We focus on the scenario where Stage 1 and Stage 2 occupy the same exper-
imentation bandwidth, i.e. Stage 2 is left with (1 − γ) of the original number
of units. Similar analysis can be performed if Stage 2 has a separate experi-
mentation bandwidth1. Under a simple bivariate Gaussian model [3], we can
normalize such that the status quo estimator variance for both metrics is 1, and
assume the true effects in the surrogate (θS) and goal metric (θG) distribute as(
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Hence for Stage 1, with the bandwidth γ, we observe

θ̂S | θS ∼ N(θS , 1/γ).

An experiment proceeds to Stage 2 if θ̂S > c1(β, γ) := z1−β

√
1/γ, so the number

of experiments entering Stage 2 is reduced by a factor of P(θ̂S > c1), sharing
the bandwidth 1− γ. In Stage 2, we will hence observe

θ̂G | θG ∼ N(θG,P(θ̂S > c1)/(1− γ)),

where we reject if θ̂G > c2(β, γ) := z1−α

√
P(θ̂S > z1−β

√
1/γ)/(1− γ).

This allow us to evaluate the two updated objectives: average power and
MDE, given by

average power(β, γ) := P(θ̂S > c1(β, γ), θ̂G > c2(β, γ)).

The power conditional on a specific θG can analogously be defined as

conditional power(θG, β, γ) := P(θ̂S > c1(β, γ), θ̂G > c2(β, γ) | θG),
1For example, unit-randomized experiments vs cluster-randomized experiments
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which allows us to extend the definition of MDE as

MDE(β, γ) := min{θG : conditional power(θG, β, γ) ≥ 0.8}.

Now the potential power gain (Figure 1) and MDE reduction (Figure 2)
depend solely on three inputs: signal-to-noise ratios of the goal metric (σG)
and the surrogate metric(σS), and the correlation of the true effects in these
two metrics2 (ρ).

Figure 1: Power gain, as a function of the signal-to-noise ratio of the goal metric
(σG) and the surrogate metric (σS), and the correlation of the true effects in
the two metrics (ρ). When σG is small, there is little hope of increasing the
power; when σG is large, there is little room for increasing the power. Finding
a surrogate metric with larger signal-to-noise ratio (σS) or stronger correlation
(ρ) always yields higher power.

Figure 2: MDE reduction, as a function of the signal-to-noise ratio of the goal
metric (σG) and the surrogate metric (σS), and the correlation of the true effects
in the two metrics (ρ). Finding a surrogate metric with larger signal-to-noise
ratio (σS) or stronger correlation (ρ) always yields smaller MDE.

2Not to be confused with the correlation of the sampling noise
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